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Abstract

In this study, a high-order algorithm based on the finite difference method is developed

to solve the nonlinear shallow water equation modeled by the BBM-KdV equation. The pro-

posed scheme is implemented using compact difference operators and precisely conserves the mass-

preserving property on any time region. Numerical experiments are conducted to illustrate the

performance and accuracy of the proposed method in comparison with other schemes in various

benchmark problems.
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Chapter 1

Introduction

The study of nonlinear dispersive wave equations is an active area of research in applied

mathematics and engineering due to its widespread applications in various physical phenomena,

such as water waves, optics, and plasma physics. In particular, the BBM-KdV equation, which

combines the characteristics of the Benjamin-Bona-Mahony (BBM) equation and the Korteweg-de

Vries (KdV) equation, provides a versatile framework for analyzing the dynamics of nonlinear waves

in different contexts. The BBM-KdV equation that we focus in this study can be expressed in the

following form :

ut + ux − uxxt + uxxx + uux = 0. (1.1)

Here, u represents the wave profile as a function of space x and time t. Furthermore, we consider

the BBM-KdV equation with the following initial and boundary conditions

u(x, 0) = u0(x), x ∈ [xL, xR], (1.2)

u(xL, t) = u(xR, t) = 0, ux(xL, t) = ux(xR, t) = 0, t ∈ (0, T ] . (1.3)

In the study of the BBM-KdV equation, various numerical methods have been employed to obtain

solutions and analyze the wave dynamics. One widely utilized numerical technique is the finite

difference method (FDM), which normally approximates the derivative terms in the BBM-KdV

equation by expressing the wave profile u at discrete points in space and time.

The FDM has proven to be a tool for studying the BBM-KdV equation in several research

studies. In [1], Rouatbi et al. have presented a high-order conservative difference scheme for solving

the BBM-KdV equation. Using the Brouwer fixed-point theorem to establish solution existence and

demonstrate unconditional stability and uniqueness of their scheme. Later, Suebcharoen et al. [2]

have focused on the bifurcation analysis and numerical investigation of the nonlinear BBM-KdV

equation and also implemented a two-level linear implicit finite difference algorithm for numerical

simulations.
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To enhance the accuracy and efficiency of the FDM, compact finite difference operators are

often employed. Compact operators are difference operators that provide high-order accuracy while

requiring fewer computational resources compared to traditional finite difference approximations.

These operators can effectively capture the intricate behavior of the BBM-KdV equation while

minimizing numerical artifacts. In this study, the authors focus on evaluating the performance

of a specific compact structure-preserving finite difference scheme for the BBM-KdV equation.

In particular, the study introduces a novel compact operator for the third-order derivative term

in the equation. The developed compact operator for the third-order derivative is designed to

achieve high-order accuracy, allowing for the precise representation of the wave profile u and its

derivatives. By incorporating this operator within the structure-preserving finite difference scheme,

we aim to capture the nonlinear interactions and dispersive effects in the BBM-KdV equation with

improved accuracy compared to traditional finite difference approximations. Furthermore, the

propose scheme is linearized. This linearization process simplifies the numerical solution procedure

and facilitates the application of the compact finite difference operators. The linearized scheme

preserves important physical properties of the BBM-KdV equation while providing a more efficient

framework for numerical simulations.

Through a comprehensive series of numerical experiments and comparisons with existing

methods, we assess the performance of the developed compact structure-preserving finite difference

scheme with the new compact operator. The evaluation includes examining the accuracy, stability,

and efficiency of the scheme in capturing the complex dynamics of the BBM-KdV equation, such

as soliton formation, propagation.
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Chapter 2

Preliminary

2.1 Notations

In this section, we provide the notations which are used through out this study

xL is the initial point in one-dimentional,

xR is the terminal point in one-dimentional,

T represents the final time,

M represents the number of grid points in space,

N represents the number of grid points in time,

x is space variable,

t is time variable,

h is space step size defined by h =
xR − xL

M
,

τ is time step size defined by τ =
T

N
,

Un
i denotes the numerical approximation to U(xi, tn),

‖Un‖∞ denotes the maximum-norms : ‖Un‖∞ = max |Un
i | for i = 0, 1, 2, . . . ,M ,

‖Un‖ denotes the L2-norms : ‖Un‖ =

(
∑

i

|Un
i |

2

) 1
2

for i = 0, 1, 2, . . . ,M .

2.2 Partial Differential Equation

Partial Differential Equations (PDEs) are fundamental mathematical equations used to de-

scribe various physical and natural phenomena in science and engineering. Unlike ordinary differ-

ential equations (ODEs), which involve derivatives with respect to a single independent variable,

PDEs involve derivatives with respect to multiple independent variables. They are powerful tools
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for modeling and understanding complex systems that involve multiple interacting variables.

PDEs find applications in diverse fields such as physics, engineering, biology, economics, etc.

They provide a mathematical framework to describe and analyze phenomena that exhibit spatial

and temporal variations. By formulating a PDE, one can study the behavior of a system under

various conditions and make predictions about its future state.

2.2.1 Classification of PDEs

PDEs can be classified into several types based on their properties and characteristics. Some

common classifications include elliptic, parabolic, and hyperbolic equations.

Example 1.

1-D Wave equation : utt = c2uxx.

2-D Wave equation : utt = c2(uxx + uyy).

1-D Heat or diffusion equation : ut = cux.

2-D Laplace equation : uxx + uyy = 0.

PDEs can be further classified into linear and nonlinear equations based on the linearity of

the equations with respect to the dependent variables and their derivatives.

1. A linear PDE. is an equation where the dependent variable and its derivatives appear linearly.

This means that the dependent variable and its derivatives have a power of one and do not

appear in products, powers, or other nonlinear combinations. Linear PDEs have the property

of superposition, meaning that if u1 and u2 are solutions, then any linear combination of

them (such as αu1 + βu2, where α and β are constants) is also a solution.

Example of linear PDEs : The equation mentioned earlier in Example 1. are all linear PDEs.

2. A nonlinear PDE. is an equation where the dependent variable or its derivatives appear non-

linearly. This means that the dependent variable and its derivatives can appear in products,

powers, or other nonlinear combinations. Nonlinear PDEs do not exhibit the property of

superposition, making their analysis and solution more challenging compared to linear PDEs.

Example of nonlinear PDEs :

Benjamin–Bona–Mahony equation (BBM equation) : ut + ux + uux − uxxt = 0.

Korteweg–de Vries equation (KdV equation) : ut + uxxx − 6uux = 0.

Here, respectively, the term uux and 6uux represent a nonlinear term.

It is important to note that some PDEs can exhibit both linear and nonlinear behavior,

depending on the specific form of the equation and the properties of the dependent variables
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involved. In such cases, the behavior of the equation is typically analyzed by linearizing it around

certain points or using perturbation methods.

2.3 Finite difference method

Finite difference method (FDM) is a numerical technique used to approximate solutions of

differential equations. It is based on the Taylor’s series expansion of a function, which allows us

to approximate the value of the function at a point by considering its values and derivatives at

neighboring points. Taylor’s series is an expansion of a function as an infinite sum of terms involving

its derivatives evaluated at a point. The formula is:

f (x+ h) =
∞∑

n=0

f (n) (x)

n!
hn,

where f (n)(x) denotes the nth derivative of f(x) evaluated at x. Taylor’s formula allows us to

approximate the value of a function at a nearby point by truncating the series after a finite number

of terms.

FDM uses a discrete grid of points to approximate derivatives of the function at the grid

points. By applying the Taylor’s formula to neighboring points on the grid, we can obtain different

forms of finite difference formulas. The three most commonly used forms for first-order derivative

are:

• Forward Difference Formula: This formula approximates the first derivative of a function at

a point using the values of the function at that point and a neighboring point ahead. The formula

is :

f ′ (xi) ≈
xi+1 − f (xi)

h
.

• Backward Difference Formula : This formula approximates the first derivative of a function

at a point using the values of the function at that point and a neighboring point behind. The

formula is :

f ′ (xi) ≈
f (xi)− f (xi−1)

h
.

• Central Difference Formula : This formula approximates the first derivative of a function

at a point using the values of the function at two neighboring points, one ahead and one behind.

The formula is :

f ′ (xi) ≈
f (xi+1)− f (xi−1)

2h
.

Using these finite difference formulas, we can discretize the domain of a differential equation

and approximate its solution. FDM is a powerful tool for solving a wide range of differential

equations, including those that cannot be solved analytically. However, the accuracy of FDM
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depends on the choice of grid size and the order of the difference formula used, which requires

careful consideration to achieve optimal results.

Example 2. We want to approximate the first derivative of the function f(x) = sin(x) at a specific

point x0 = 1 with the exact solution is f ′(x) = cos(1) ≈ 0.540302. So, we get the results that show

differences in accuracy from sample grid sizes and order of the formulas as follows :

Difference formula Grid size (h) Approximate f ′(1) Error

Forward difference 0.1 0.4973 4.2938× 10−2

0.01 0.5360 4.2163× 10−3

0.001 0.5398 4.2082× 10−4

Backward difference 0.1 0.5814 4.1138× 10−2

0.01 0.5445 4.1983× 10−3

0.001 0.5407 4.2064× 10−4

Central difference 0.1 0.5394 9.0005× 10−4

0.01 0.5402 9.0049× 10−6

0.001 0.5403 9.0050× 10−8
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Chapter 3

Main Result

3.1 A novel finite difference scheme

To solve the initial boundary value problem (IBVP) (1.1)-(1.3) numerically, we will use a

finite difference method. First, we need to define the solution domain and number of grid points.

Let the computational domain be [xL, xR], which is divided into M equally spaced grid points

{xi}Mi=0, where xi = xL + ih and h =
xR − xL

M
is the uniform step size for a fixed positive integer

M . The time domain is discretized uniformly by tn = nτ , where τ is the time step size. We let the

numerical approximation of a function u at the grid point (xi, tn) as Un
i . By physical boundary

conditions

∂n
xu → 0 as |x| → +∞, n ∈ N ∪ {0},

we logically assume U−1 = U0 = U1 = 0 and UM−1 = UM = UM+1 = 0. Therefore, we defined

Zh,0 = {U = (Ui)|U−1 = U0 = U1 = UM−1 = UM = UM+1 = 0} .

For simplicity, we define the notations of the different operators as shown below:

Ūn
i =

Un+1
i + Un−1

i

2
, δt̂ (U

n
i ) =

Un+1
i − Un−1

i

2τ
,

δx (U
n
i ) =

Un
i+1 − Un

i

h
, δx̄ (U

n
i ) =

Un
i − Un

i−1

h
,

δx̂ (U
n
i ) =

Un
i+1 − Un

i−1

2h
, δxx̄ (U

n
i ) =

Un
i+1 − 2Un

i + Un
i−1

h2
,

δxx̄x̂ (U
n
i ) =

Un
i+2 − 2Un

i+1 + 2Un
i−1 − Un

i−2

2h3
.

Here, this study will use only standard compact finite difference operators in space, so for simplicity,

we introduced the compact operators as follows

Ax(U
n
i ) = (1 +

h2

6
δxx̄)U

n
i , (3.1)

Bx(U
n
i ) = (1 +

h2

12
δxx̄)U

n
i , (3.2)
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and corresponding matrices representations

H1 =
1

6





4 1 0 . . . 0

1 4 1 . . . 0

. . . . . . . . .

0 . . . 1 4 1

0 . . . 0 1 4





(M−1)×(M−1)

,

H2 =
1

12





10 1 0 . . . 0

1 10 1 . . . 0

. . . . . . . . .

0 . . . 1 10 1

0 . . . 0 1 10





(M−1)×(M−1)

,

where the operators Ax and Bx are obtained by [3]. With the same idea from [3], we will derive

operator for third order derivative term. By Taylor series, we have

Ui+2 = Ui + 2h(U ′
i) +

(2h)2

2!
U

′′
i +

(2h)3

3!
U

′′′
i +

(2h)4

4!
U (4)
i +

(2h)5

5!
U (5)
i + . . . ,

Ui+1 = Ui + h(U ′
i) +

h2

2!
U

′′
i +

h3

3!
U

′′′
i +

h4

4!
U (4)
i +

h5

5!
U (5)
i + . . . ,

Ui−1 = Ui − h(U ′
i) +

h2

2!
U

′′
i − h3

3!
U

′′′
i +

h4

4!
U (4)
i − h5

5!
U (5)
i + . . . ,

and Ui−2 = Ui − 2h(U ′
i) +

(2h)2

2!
U

′′
i − (2h)3

3!
U

′′′
i +

(2h)4

4!
U (4)
i − (2h)5

5!
U (5)
i + . . . .

Then, consider

Ui+2 − 2Ui+1 + 2Ui−1 + Ui−2 = 2h3U ′′′
i +

h5

2
U (5)
i +O(h7).

That is

U ′′′
i =

1

2h3
(Ui+2 − 2Ui+1 + 2Ui−1 + Ui−2)−

h2

4
U (5)
i +O(h4)

= δxx̄x̂(Ui)−
h2

4
U (5)
i +O(h4).

Let f = U ′′′
i , so

f = δxx̄x̂(Ui)−
h2

4
f ′′ +O(h4)

= δxx̄x̂(Ui)−
h2

4
δxx̄f +O(h4).
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That is
(
1 +

h2

4
δxx̄

)
f = δxx̄x̂(Ui) +O(h4).

So, we define

Cx(Un
i ) = (1 +

h2

4
δxx̄)U

n
i (3.3)

Next, we will find the corresponding metric representation, for i = 1, 2, . . . ,M consider

Cxfi =
(
1 +

h2

4
δxx̄

)
fi

= fi +
h2

4

(
fi+1 − 2fi + fi−1

h2

)

=
fi+1 + 2fi + fi−1

4
,

and we get the corresponding metric representation as follows

H3 =
1

4





2 1 0 . . . 0

1 2 1 . . . 0

. . . . . . . . .

0 . . . 1 2 1

0 . . . 0 1 2





(M−1)×(M−1)

.

Here, we provide some modification of the results related to the matrices H1,H2 and H3 based on

the techniqe used in [4, 5, 6]. The results can be verified straightforwardly; therefore, we leave the

proof.

Lemma 3.1 ([7, 8, 9, 5]). For matrices H1,H2 and H3 of order (M − 1)× (M − 1), the following

results are obtained:

1. The eigenvalues of the matrices H1,H2 and H3 are

λH1,i =
1

6
(5+cos iπ

M
), λH2,i =

1

3
(2+cos iπ

M
), λH3,i =

1

2
(1+cos iπ

M
), i = 1, 2, . . . ,M−1

2. The eigenvectors corresponding to the above eigenvalues of the matrices H1,H2 and H3 are

the same, represented as v, and exists

vk =

(
sin
(
kπ

M

)
, sin

(
2kπ

M

)
, . . . , sin

(
(M − 1)kπ

M

))T

, k = 1, 2, . . . ,M − 1

3. The symmetric matrices H1,H2 and H3 are positive definite matrices, and the inverse matrices

are also symmetric and positive definite matrices.

From Lemma 3.1, we know that the eigenvalues of the three corresponding matrices are all
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positive, this implies the inverse of these matrices are exist.

Hence, resulting in heightened accuracy in the numerical computation, the operators are used

to approximate the derivative terms as

ux|(xi,tn) = A−1
x δx̂(U

n
i ) +O(h4),

uxx|(xi,tn) = B−1
x δxx̄(U

n
i ) +O(h4),

uxxx|(xi,tn) = C−1
x δxx̄x̂(U

n
i ) +O(h4).

Here, we are ready to design a higher-order FDM for solving the IBVP (1.1)-(1.3). Combine

with Crank-Nicolson/Adam-Bashforth method u|(x,tn) = ūni +O(τ2). After discretizing the equation

(1.1) in time and space, we obtain a description of a FDS and an algorithm for the formulation of

the problem (1.1)-(1.3) as

δt̂(U
n
i )− δt̂B

−1
x δxx̄(U

n
i ) +A−1

x δx̂(Ū
n
i ) + C−1

x δxx̄x̂(Ū
n
i ) +

1

2
A−1

x δx̂
[
(Un

i )
2
]
= 0, 0 ≤ i ≤ M, (3.4)

with initial condition

U0
i = U0(xi), 0 ≤ i ≤ M, (3.5)

and boundary conditions

Un
0 = Un

M = 0, δx̂(U
n
0 ) = δx̂(U

n
M ) = 0, 1 ≤ n ≤ N. (3.6)

It is worth to note that, by using the Taylor expansion, it can be seen from the above reformulations

of the scheme (3.4) achieves the truncation error of order O(τ2 + h4). Noting that the vector form

of the scheme (3.4) is

δt̂(U
n)− H−1

2 D2δt̂(U
n) + H−1

1 D1(Ū
n) + H−1

3 D3(Ū
n) +

1

2
H−1

1 δx [(diagUn)Un] = 0, (3.7)

where the matrices D1,D2 and D3 are defined by

D1 =
1

2h





0 1 0 . . . 0

−1 0 1 . . . 0

. . . . . . . . .

0 . . . −1 0 1

0 . . . 0 −1 0





(M−1)×(M−1)

,
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D2 =
1

h2





−2 1 0 . . . 0

1 −2 1 . . . 0

. . . . . . . . .

0 . . . 1 −2 1

0 . . . 0 1 −2





(M−1)×(M−1)

,

D3 =
1

2h3





0 −2 1 0 . . . 0

2 0 −2 1 . . . 0

. . . . . . . . .

0 . . . −1 2 0 −2

0 . . . 0 −1 2 0





(M−1)×(M−1)

.

Consequently, the vector form of the scheme (3.7) is equivalent to

AUn+1 = bn (3.8)

where

A =
1

2τ
I − 1

2τ
H−1

2 D2 +
1

2
H−1

1 D1 +
1

2
H−1

3 D3

bn =

(
1

2τ
I − 1

2τ
H−1

2 D2 −
1

2
H−1

1 D1 −
1

2
H−1

3 D3

)
Un−1 − 1

2
H−1

1 D1 [(diag(Un))Un] .

Notice that the proposed scheme is to form a linear system with a constant coefficient matrix at

each time step which significantly reduced computational cost.

3.2 Structural preserving property

In this section, we discuss the convergence and stability of our numerical scheme. From now

on, we will denote C as a generic constant independent of step sizes h and τ . Next, we denote the

matrix Rj by

H−1
j = RT

j Rj , for j = 1, 2

where Rj is obtained by Cholesky decomposition of H−1
j . According to Lemma 3.1 and the spectral

radius of Rj , we obtain the following estimations which are essential for existence and uniqueness,

convergence, and stability of our numerical solution.

Lemma 3.2 ([4]). For any real symmetric positive definite matrices Hj for j = 1, 2 and for
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U, V ∈ Zh,0, we have

〈Hjδxx̄U, V 〉 = −〈HjδxU, δxV 〉 = −〈RjδxU,RjδxV 〉 ,

〈Hjδx̂U, V 〉 = −〈HjU, δx̂V 〉 = −〈U,Hjδx̂V 〉 .

Lemma 3.3 ([3, 10]). For U ∈ Zh,0, we have

1. ‖U‖2 ≤ 〈H−1
1 U,U〉 = ‖R1U‖2 ≤ 3

2
‖U‖2,

2. ‖U‖2 ≤ 〈H−1
2 U,U〉 = ‖R2U‖2 ≤ 3‖U‖2.

Proof. It follows from Lemma 3.1 that the eigenvalues of H1 and H2 satisfy

2

3
≤ λH1,k ≤ 1, k = 1, 2, 3, . . . ,M − 1,

1

3
≤ λH2,k ≤ 1, k = 1, 2, 3, . . . ,M − 1,

which yields the spectral radius

2

3
≤ ‖H1‖ = ρ(H1) ≤ 1

1

3
≤ ‖H2‖ = ρ(H2) ≤ 1.

Consequently , we obtain the inequality (i) and (ii) by applying the identities

〈H−1
j U,U〉 = 〈RT

j RjU,U〉 = 〈RjU,RjU〉 = ‖RjU‖2,

when j = 1, 2. This completes the proof.

Lemma 3.4. For any grid functions U ∈ Zh,0, the defined operator Ax,Bx and Cx are three

linear transformations defined by Eqs.(3.1)-(3.2), respectively, so their inverse transformations

A−1
x ,B−1

x and C−1
x are also linear transformations and there are the following relationships:

M−1∑

i=1

A−1
x Ui =

M−1∑

i=1

Ui, (3.3.1)

M−1∑

i=1

B−1
x Ui =

M−1∑

i=1

Ui, (3.3.2)

M−1∑

i=1

C−1
x Ui =

M−1∑

i=1

Ui. (3.3.3)

Proof. The ralations (3.3.1) and (3.3.2) can be obtained from [10]. With the same idea, we can get

the relation (3.3.3) as follows
M−1∑

i=1

Ui =
M−1∑

i=1

C−1
x CxUi =

1

4

M−1∑

i=1

C−1
x Ui +

1

2

M−1∑

i=1

C−1
x Ui +

1

4

M−1∑

i=1

C−1
x Ui =

M−1∑

i=1

C−1
x Ui.
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Lemma 3.5 (Discrete Sobolev’s inequality [11]). There exist two constants C1 and C2 such that

‖Un‖∞ ≤ C1‖Un‖+ C2‖δxUn‖.

Lemma 3.6 (Discrete Gronwall inequality [11]). Suppose that ω(k) and ρ(k) are nonnegative

functions and ρ(k) is a nondecreasing function. If C > 0 and

ω(k) ≤ ρ(k) + Cτ
k−1∑

l=0

ω(l), ∀k,

then

ω(k) ≤ ρ(k)eCτk, ∀k.

Lemma 3.7. For any grid functions U, V ∈ Zh,0,

1. 〈H−1
1 δx̂U,U〉 = 0,

2. 〈H−1
3 δxx̄x̂U,U〉 = 0.

Proof. By Lemma 3.2, we have

〈H−1
1 δx̂U,U〉 = −〈H−1

1 U, δx̂U〉 = −〈U,H−1
1 δx̂U〉,

and

〈H−1
3 δxx̄x̂U,U〉 = −〈H−1

3 δxx̄U, δx̂U〉

= 〈H−1
3 δxU, δxδx̂U〉

= −〈H−1
3 U, δxx̄x̂U〉

= −〈U,H−1
3 δxx̄x̂U〉,

Therefore, 〈H−1
1 δx̂U,U〉 = 0 and 〈H−1

3 δxx̄x̂U,U〉 = 0.

Theorem 3.8. Suppose that Un ∈ Zh,0 for n = 0, 1, 2, . . . , N . Then, the scheme (3.4) with Eqs.

(3.5)-(3.6) is mass conservative as appeared in the following:

Qn =
h

2

M−1∑

i=1

(
Un+1
i + Un

i

)
= Qn−1 = . . . = Q0. (3.9)

Proof. Multiply the scheme with h and summing up for i from 1 to M − 1, we get

h
M−1∑

i=1

δt̂(U
n
i )− h

M−1∑

i=1

B−1
x δt̂δxx̄(U

n
i ) + h

M−1∑

i=1

A−1
x δx̂(Ū

n
i )

+ h
M−1∑

i=1

C−1
x δxx̄x̂(Ū

n
i ) +

1

2
h

M−1∑

i=1

A−1
x δx[(U

n
i )

2] = 0. (3.10)

13



By using Lemma 3.4, we obtain

h
M−1∑

i=1

δt̂(U
n
i )−h

M−1∑

i=1

δt̂δxx̄(U
n
i )+h

M−1∑

i=1

δx̂(Ū
n
i )+h

M−1∑

i=1

δxx̄x̂(Ū
n
i )+

1

2
h

M−1∑

i=1

δx̂[(U
n
i )

2] = 0. (3.11)

Since Un ∈ Zh,0, consider each term of (3.11)

h
M−1∑

i=1

δt̂δxx̄(U
n
i ) = hδt̂

M−1∑

i=1

(
Un
i+1 − 2Un

i + Un
i−1

h2

)

=
1

h
δt̂
[
Un
M − Un

M−1 − Un
1 + Un

0

]
= 0, (3.12)

h
M−1∑

i=1

δx̂(Ū
n
i ) = h

M−1∑

i=1

Ūn
i+1 − Ūn

i−1

2h

=
1

2

[
Ūn
M + Ūn

M−1 − Ūn
1 − Ūn

0

]
= 0, (3.13)

h
M−1∑

i=1

δx̂(U
n
i )

2 = h
M−1∑

i=1

(Un
i+1)

2 − (Un
i−1)

2

2h
(3.14)

=
1

2

[
(Un

M )2 + (Un
M−1)

2 − (Un
1 )

2 − (Un
0 )

2
]
= 0. (3.15)

Similarly, from Un ∈ Zh,0, we get

h
M−1∑

i=1

δxx̄x̂(U
n
i ) = h

M−1∑

i=1

(
Ūn
i+2 − 2Ūn

i+1 + 2Ūn
i−1 − Ūn

i−2

2h3

)

=
1

2h2
[
Ūn
M+1 − Ūn

M − Ūn
M−1 + Ūn

M−2 − Ūn
2 + Ūn

1 + Ūn
0 − Ūn

−1

]
= 0, (3.16)

Thus, we left

h
M−1∑

i=1

δt̂(U
n
i ) = 0.

Which we can arrange to be in the form as follows

h
M−1∑

i=1

δt̂(U
n
i ) =

h

2τ

M−1∑

i=1

(
Un+1
i − Un−1

i

)
= 0.

Then, this gives Eq.(3.9), which completes the proof.

Theorem 3.9 (Uniquely solvability). Suppose that Un ∈ Zh,0, then the compact difference scheme

(3.4) is uniquely solvable.

Proof. Suppose that U0, U1, . . . , Un are solved uniquely, and using mathematical induction, let

both Un+1and V n+1 are the solution of the scheme (3.4), that means

AUn+1 = bn, (3.17)

AV n+1 = bn. (3.18)

14



Let Wn+1 = Un+1 − V n+1. Subtracting Eq. (3.17) by Eq. (3.18), we get
(

1

2τ
I − 1

2τ
H−1

2 D2 +
1

2
H−1

1 D1 +
1

2
H−1

3 D3

)
Wn+1 = 0. (3.19)

That is
1

2τ
Wn+1 − 1

2τ
B−1
x δxx̄W

n+1 +
1

2
A−1

x δx̂W
n+1 +

1

2
C−1
x δxx̄x̂W

n+1 = 0. (3.20)

Taking an inner product of (3.20) with Wn+1 respectively, where Lemma 3.4 - 3.2 are used, we

obtain each term as follows

〈 1

2τ
Wn+1,Wn+1〉 = 1

2τ
‖Wn+1‖2,

〈 1

2τ
H−1

2 δxx̄W
n+1,Wn+1〉 = − 1

2τ
〈H−1

2 δxW
n+1, δxW

n+1〉 = − 1

2τ
‖R2δx

(
Wn+1

)
‖2,

〈1
2

H−1
1 δx̂W

n+1,Wn+1〉 = 0,

〈1
2

H−1
3 δxx̄x̂W

n+1,Wn+1〉 = 0.

Thus, when combined together, we have

1

2τ
‖Wn+1‖2 + 1

2τ
‖R2δx

(
Wn+1

)
‖2 = 0 (3.21)

Which each term is positive, it shows that ‖Wn+1‖ = 0. That is the scheme (3.4)-(3.6) is uniquely

solvable.

The next theorem shows that our numerical solution is bounded for any given initial functions

u0(x).

Theorem 3.10 (Boundedness). Suppose Un ∈ Zh,0 and u0 ∈ C2[xL, xR]. If τ is sufficiently small,

then the solution Un of the scheme (3.4) with Eqs. (3.5)-(3.6) satisfies

‖Un‖ ≤ C, ‖δxUn‖ ≤ C,

and

‖Un‖∞ ≤ C,

for n = 1, 2, . . . , N.

Proof. To prove the boundedness, by mathematical induction, we assume

‖Uk‖ ≤ C, ‖δxUk‖ ≤ C, (3.22)

and

‖Uk‖∞ ≤ C, (3.23)

for k = 1, 2, . . . , n. Taking the inner product in Eqs. (3.4) with 2Ūn, respectively, where Lemma
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3.3, Lemma 3.2 and Lemma 3.7 are used, we get each term as follows

〈δt̂ (U
n) , 2Ūn〉 = 〈 1

2τ

(
Un+1 − Un−1

)
, Un+1 + Un−1〉

=
1

2τ
〈
(
Un+1 − Un−1

)
, Un+1 + Un−1〉

=
1

2τ

[
〈Un+1, Un+1〉+ 〈Un+1, Un−1〉+ 〈−Un−1, Un+1〉+ 〈−Un−1, Un−1〉

]

=
1

2τ

(
‖Un+1‖2 − ‖Un−1‖2

)
,

〈H−1
2 δt̂δxx̄ (U

n) , 2Ūn〉 = 1

2τ
〈H−1

2 δxx̄
(
Un+1

)
− H−1

2 δxx̄
(
Un−1

)
, Un+1 + Un−1〉

=
1

2τ

[
−〈H−1

2 δx
(
Un+1

)
, δx
(
Un+1

)
〉+ 〈H−1

2 δx
(
Un−1

)
, δx
(
Un−1

)
〉
]

=
1

2τ

[
−‖R2δx

(
Un+1

)
‖2 + ‖R2δx

(
Un−1

)
‖2
]
,

〈H−1
1 δx̂

(
Ūn
)
, 2Ūn〉 = 2〈H−1

1 δx̂
(
Ūn
)
, Ūn〉 = 0,

and 〈H−1
3 δx̂

(
Ūn
)
, 2Ūn〉 = 0.

When taken together, we have

1

2τ

(
‖Un+1‖2 − ‖Un−1‖2

)
+

1

2τ

[
‖R2δx

(
Un+1

)
‖2 − ‖R2δx

(
Un−1

)
‖2
]

+ 〈H−1
1 δx̂ (diag (Un))Un, Ūn〉 = 0. (3.24)

For the nonlinear term, we also apply Lemma 3.3, Lemma 3.2, the Cauchy-Schwarz inequality, and
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the assumption (3.23) to obtain

〈H−1
1 δx̂ (diag (Un))Un, Ūn〉 = −〈(diag (Un))Un,H−1

1 δx̂
(
Ūn
)
〉

= −h
M−1∑

i=1

(Un
i )

2A−1
x δx̂

(
Ūn
i

)

≤ h
M−1∑

i=1

|Un
i |

2
∣∣A−1

x δx̂
(
Ūn
i

)∣∣

≤ ‖Un‖∞h
M−1∑

i=1

|Un
i |
∣∣A−1

x δx̂
(
Ūn
i

)∣∣

≤ ‖Un‖∞




(
h

M−1∑

i=1

|Un
i |

2

) 1
2
(
h

M−1∑

i=1

∣∣A−1
x δx̂

(
Ūn
i

)∣∣2
) 1

2





= ‖Un‖∞
(
‖Un‖ · ‖H−1δx̂

(
Ūn
)
‖
)

≤ ‖Un‖∞
1

2

(
‖Un‖2 + ‖H−1δx̂

(
Ūn
)
‖2
)

≤ C

(
‖Un‖+ 1

2
‖H−1

1 δxU
n+1‖2 + 1

2
‖H−1

1 δxU
n−1‖2

)

≤ C

(
‖Un‖+ 3

4
‖R1δxU

n+1‖2 + 3

4
‖R1δxU

n−1‖2
)

≤ C

(
‖Un‖+ 9

4
‖R2δxU

n+1‖2 + 9

4
‖R2δxU

n−1‖2
)

= C
(
‖Un‖+ ‖R2δxU

n+1‖2 + ‖R2δxU
n−1‖2

)
.

Here, by substitute the results into (3.24), we have

1

2τ

(
‖Un+1‖2 − ‖Un−1‖2

)
+

1

2τ

[
‖R2δx

(
Un+1

)
‖2 − ‖R2δx

(
Un−1

)
‖2
]

≤ C
(
‖Un‖+ ‖R2δx(U

n+1)‖2 + ‖R2δx(U
n−1)‖2

)
. (3.25)

Let

Bn ≡
(
‖Un−1‖2 + ‖Un‖2

)
+
(
‖R2δxU

n−1‖2 + ‖R2δxU
n‖2
)
.

Then, Eq. (3.25) can be rewritten as

Bn+1 −Bn ≤ τC
(
Bn+1 +Bn

)
,

where Lemma 3.2 is used. Therefore, if τ is sufficiently small, which satisfies τ ≤ k − 2

kC
and k > 2,

then

Bn+1 ≤ (1 + τC)

(1− τC)
Bn ≤ (1 + τkC)Bn ≤ exp (kCT )B0.

Hence,

‖Un+1‖2 ≤ C, ‖R2δxU
n+1‖2 ≤ C,
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which proves Eq. (3.22) by using Lemma 3.3. We complete the proof by using Lemma 3.5 to obtain

‖Un+1‖∞ ≤ C

Lastly, in this section, to prove the convergence and stability of the scheme (3.4) with Eqs.

(3.5)-(3.6), we let uni = u(xi, tn) be the solution to Eqs. (1.1)-(1.3). By letting eni = uni − Un
i , the

truncation error of the scheme (3.4) with Eqs. (3.5)-(3.6) can be obtained from

δt̂(e
n
i )− B−1

x δt̂δxx̄(e
n
i ) +A−1

x δx̂(ē
n
i ) + C−1

x δxx̄x̂(ē
n
i ) +

1

2
A−1

x δx̂
[
(uni )

2 − (Un
i )

2
]
= rni (3.26)

By Taylor expansion, it can be easily demonstrated that |rni | = O(τ2 + h4), as τ , h → 0. Further-

more, by previous observation, the truncation error in the term of uni becomes O(τ2 + h4). Now,

we present the convergence theorem of the proposed scheme.

Theorem 3.11 (Convergence). Assume that u0 are sufficiently smooth and Un ∈ Zh,0. If τ

is sufficiently small, then the solution Un of scheme (3.4) with Eqs. (3.5)-(3.6) converges to the

solution of Eqs. (1.1)-(1.3) in a sense of ‖ ·‖∞−norm with the convergence rate of order O(τ2+h4).

Proof. By taking the inner product of Eqs. (3.26) with 2ēn, respectively, we obtain

〈δt̂ (e
n) , 2ēn〉 = 〈 1

2τ

(
en+1 − en−1

)
, en+1 + en−1〉

=
1

2τ
〈
(
en+1 − en−1

)
, en+1 + en−1〉

=
1

2τ

[
〈en+1, en+1〉+ 〈en+1, en−1〉+ 〈−en−1, en+1〉+ 〈−en−1, en−1〉

]

=
1

2τ

(
‖en+1‖2 − ‖en−1‖2

)
,

〈H−1
2 δt̂δxx̄ (e

n) , 2ēn〉 = 1

2τ
〈H−1

2 δxx̄
(
en+1

)
− H−1

2 δxx̄
(
en−1

)
, en+1 + en−1〉

=
1

2τ

[
−〈H−1

2 δx
(
en+1

)
, δx
(
en+1

)
〉+ 〈H−1

2 δx
(
en−1

)
, δx
(
en−1

)
〉
]

=
1

2τ

[
−‖R2δx

(
en+1

)
‖2 + ‖R2δx

(
en−1

)
‖2
]
,

〈H−1
1 δx̂ (ē

n) , 2ēn〉 = 2〈H−1
1 δx̂ (ē

n) , ēn〉 = 0,

〈H−1
3 δx̂ (ē

n) , 2ēn〉 = 0.

When taken together, we have

1

2τ

(
‖en+1‖2 − ‖en−1‖2

)
+

1

2τ

[
‖R2δx

(
en+1

)
‖2 − ‖R2δx

(
en−1

)
‖2
]

+ 〈H−1
1 δx̂ [(diag (un))un − (diag (Un))Un] , ēn〉 = 〈rn, 2ēn〉. (3.27)

For the nonlinear term, we also apply Lemma 3.4, Lemma 3.1, the Cauchy-Schwarz inequality, and

Theorem 3.10 to obtain
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〈H−1
1 δx̂[(diag (un))un− (diag (Un))Un], ēn〉

= −〈[(diag (un))un − (diag (Un))Un] ,H−1
1 δx̂ē

n〉

= −h
M−1∑

i=1

[
(uni )

2 − (Un
i )

2
]
A−1

x δx̂ (ē
n
i )

= h
M−1∑

i=1

(uni + Un
i ) e

n
i A−1

x δx̂ (ē
n
i )

≤ h
M−1∑

i=1

(‖un‖∞ + ‖Un‖∞) eni A−1
x δx̂ (ē

n
i )

≤ h
M−1∑

i=1

Ceni A−1
x δx̂ (ē

n
i )

≤ C




(
h

M−1∑

i=1

|eni |
2

) 1
2
(
h

M−1∑

i=1

∣∣A−1
x δx̂ (ē

n
i )
∣∣2
) 1

2





= C
(
‖en‖ · ‖H−1

1 δx̂ (ē
n) ‖
)

= C
1

2

(
‖en‖2 + ‖H−1

1 δx̂ (ē
n) ‖2

)

= C

(
‖en‖2 + 1

2
‖H−1

1 δxe
n+1‖2 + 1

2
‖H−1

1 δxe
n−1‖2

)

≤ C

(
‖en‖2 + 3

2
‖R2δxe

n+1‖2 + 3

2
‖R2δxe

n−1‖2
)

= C
(
‖en‖2 + ‖R2δxe

n+1‖2 + ‖R2δxe
n−1‖2

)
,

which is

〈H−1
1 δx̂[(diag (un))un − (diag (Un))Un], ēn〉 ≤ C

(
‖en‖2 + ‖R2δxe

n+1‖2 + ‖R2δxe
n−1‖2

)
. (3.28)

Furthermore,

〈rn, 2ēn〉 ≤ ‖rn‖2 + 1

2

(
‖en−1‖2 + ‖en+1‖2

)
. (3.29)

By combining Eq. (3.27) together with Eqs. (3.28)-(3.29), we have

1

2τ

(
‖en+1‖2 − ‖en−1‖2

)
+

1

2τ

[
‖R2δx

(
en+1

)
‖2 − ‖R2δx

(
en−1

)
‖2
]

≤ ‖rn‖2 + C
(
‖en‖2 + ‖R2δxe

n+1‖2 + ‖R2δxe
n−1‖2

)
. (3.30)

Let

Errorn =
(
‖en−1‖2 + ‖en‖2

)
+
(
‖R2δxe

n−1‖2 + ‖R2δxe
n‖2
)
.

Then, Eq. (3.30) can be rewritten as

Errorn+1 − Errorn ≤ 2τ‖rn‖2 + τC
(
Errorn+1 + Errorn

)
, (3.31)
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or

(1− τC)
(
Errorn+1 − Errorn

)
≤ 2τ‖rn‖2 + τCErrorn.

If τ is sufficiently small, which satisfies 1− Cτ > 0, then

Errorn+1 − Errorn ≤ 2τ‖rn‖2 + τCErrorn. (3.32)

Summing up Eq. (3.32) from 1 to n, we have

Errorn+1 − Error1 ≤ 2τ
n∑

k=2

‖rk‖2 + τC
n∑

k=1

Errork

≤ O(τ2 + h4)2 + τC
n∑

k=1

Errork, (3.33)

where we used

2τ
n∑

k=2

‖rk‖2 ≤ 2(n− 1)τ max
2≤k≤n

‖rk‖2 ≤ C(τ2 + h4)2

Since we can approximate u1 using the available method, we then have Error1 = C(τ2 + h4)2.

Hence, by applying Lemma 3.3, we obtain

Errorn+1 ≤ C(τ2 + h4)2,

that is

‖en+1‖2 ≤ C(τ2 + h4)2, ‖δxen+1‖2 ≤ C(τ2 + h4)2.

Finally, by applying Lemma 3.4 and Lemma 3.5, we get

‖en+1‖2∞ ≤ C(τ2 + h4)2.

This completes the proof.
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Chapter 4

Numerical experiments

In this section, several numerical experiments are computed to affirm the effectiveness and

correctness of our theoretical analysis in the previous section using the evolution of the single

solitary wave solutions. As mentioned earlier, the proposed scheme is to form a linear system with

a constant coefficient matrix at each time step.As a result in significantly reduced the computational

time and resources.

Since a three-level approximation in time is used in the algorithm together with the initial

conditions u0, we need u1 as known condition. Therefore, we will choose an available method with

the same accuracy such as Crank–Nicolson method or Adams-Bashforth to solve for u1. To start

the process, the accuracy of the method is measured by a comparison of numerical solutions and

the exact solutions. The terms ‖·‖∞-norm is defined by

‖Errornu‖∞ = max
i

|U(xi, t
n)− uni | ,

and the rate of convergence can be measured as according to the formula

Rate = log2
( Errorh

Errorh/2

)
,

where Errorh and Errorh/2 are the norm errors with the grid sizes h and h/2, respectively.

4.1 Error and rate of convergence

In this subsection, we will look at the BBM-KdV equation [2]

ut − uxxt + ux + uxxx + uux = 0, (4.1)

with the analytical solution to the BBM-KdV equation is as follows:

u(x, t) = 3csech2(m(x− (c+ 1)t− x0)),
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which stands for a single solitary wave having amplitude 3c centered at x0 with velocity v = 1 + c

and m =
√

c
4c+8 . As a result, the initial condition corresponding to the precise solution is provided

for Eq. (4.1) as follows:

u(x, 0) = 3csech2[m(x− x0)]

and the boundary conditions (1.3).

The current approach is quantitatively tested in the simulation for the case of c = 0.3 with

x0 = 40 over the space interval [−20, 180] and the time interval [0, 10]. Table 4.1 presents the

maximum errors for various step sizes τ and h at the final time T = 10. The obtained data confirms

the fourth-order rate of convergence, which aligns significantly with the theoretical expectations for

each scheme. In order to establish the accuracy of the proposed scheme, a comparative assessment

will be conducted on the errors associated with the finite difference schemes described in [13], which

consist of a second-order nonlinear scheme (Scheme I) and a linear three-level scheme (Scheme II).

In Figure 4.1, we depict the numerical solutions and their distribution errors generated by the

present scheme, using h = 0.125 and τ = h2. The results indicate that the scheme can effectively

replicate the exact solution, with the greatest discrepancy observed near the wave amplitude’s

maximum displacement.

Table 4.1: The error and convergence rate of numerical solutions for the BBM-KdV system at
T = 10 using τ = h2.

Sceme h ‖Error‖∞ Rate ‖Error‖L2 Rate

Presented scheme 0.5 2.1503× 10−3 - 5.9504× 10−3 -
0.25 1.3593× 10−4 3.9795 3.7766× 10−4 3.9767
0.125 8.5223× 10−6 3.9826 2.3681× 10−5 3.9842
0.0625 5.3032× 10−7 3.9857 1.4790× 10−6 4.0012

scheme I 0.5 9.5002× 10−3 - 2.3928× 10−2 -
0.25 2.0790× 10−3 2.1591 5.2421× 10−3 2.1577
0.125 5.0023× 10−4 2.0568 1.2617× 10−3 2.0561
0.0625 1.2385× 10−4 2.0084 3.1234× 10−4 2.0086

scheme II 0.5 1.3086× 10−2 - 3.3496× 10−2 -
0.25 2.3102× 10−3 2.5019 5.8545× 10−3 2.5163
0.125 5.1477× 10−4 2.1367 1.3001× 10−3 2.1491
0.0625 1.2476× 10−4 2.0385 3.1475× 10−4 2.0405
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(a) Profiles of numerical solution.

(b) Profiles of absolute error.

Figure 4.1: Numerical solutions and its absolute error using h = 0.125, τ = h2, computational
domain [−20, 100] and t = 0 to 10.

Table 4.2: The quantities of Qn and its errors using h = 0.125 and τ = h2.

Present scheme Scheme I Scheme II
t Qn ‖Qn −Q(0)‖ Qn ‖Qn −Q(0)‖ Qn ‖Qn −Q(0)‖

0 9.9679486318 - 9.9679486355 - 9.9679486355 -
1 9.9679486352 3.3284× 10−9 9.9679486354 6.5263× 10−12 9.9679484074 2.2809× 10−7

2 9.9679486374 5.5818× 10−9 9.9679486354 1.3312× 10−11 9.9679481782 4.5728× 10−7

3 9.9679486398 7.9470× 10−9 9.9679486354 1.9893× 10−11 9.9679479606 6.7490× 10−7

4 9.9679486423 1.0484× 10−8 9.9679486354 2.6636× 10−11 9.9679477581 8.7734× 10−7

5 9.9679486450 1.3148× 10−8 9.9679486354 3.3239× 10−11 9.9679475727 1.0627× 10−6

6 9.9679486477 1.5873× 10−8 9.9679486354 3.9874× 10−11 9.9679474049 1.2306× 10−6

7 9.9679486504 1.8585× 10−8 9.9679486354 4.6422× 10−11 9.9679472541 1.3814× 10−6

8 9.9679486530 2.1200× 10−8 9.9679486354 5.2957× 10−11 9.9679471193 1.5161× 10−6

9 9.9679486554 2.3591× 10−8 9.9679486354 5.9490× 10−11 9.9679469994 1.6361× 10−6

10 9.9679486574 2.5599× 10−8 9.9679486354 6.6104× 10−11 9.9679468928 1.7427× 10−6
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Chapter 5

Conclusion

In this study, we present a new compact operator for the third-derivative term that achieves

a fourth-order accuracy. Furthermore, we have developed a specific scheme using finite difference

method and compact operators to solve the numerical solution of the BBM-KdV equation. The

scheme is a linear explicit system, providing second-order accuracy in time and fourth-order accu-

racy in space, matching the theoretical predictions. Moreover, the structural preserving properties

have been proof.

The linearity of the scheme eliminates the need for implicit treatment of nonlinear terms, sim-

plifying the computational process and conserving computing resources. This advantage, combined

with the structural preserving properties, enhances the robustness and efficiency of the numerical

framework. The obtained numerical results demonstrate the scheme’s ability to accurately capture

the behavior of nonlinear waves in different scientific domains.

Overall, the findings of this research support the effectiveness and applicability of the pro-

posed numerical scheme for studying the BBM-KdV equation. The accurate simulations and deeper

insights gained into the dynamics of nonlinear waves pave the way for further research and appli-

cations in areas such as fluid dynamics, coastal engineering, and nonlinear optics.
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